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Exercises for Lecture 9 (M6):

Dynamic mechanisms without transfers.

Problem 1: Parenting

This problem asks you to solve a simplified version of the model presented in Li, Powell, and Matouschek

(2017). For a change, we will consider a story that is different from theirs. Suppose that parents (the

designer) are debating with their teenage kid (the player/agent) regarding the kid’s possible career paths.

In particular, in every period t ∈ {0, 1, . . . ,∞} the kid can take up one of three jobs, a ∈ {l,m, r}, which
are as follows:

• a = l means beginning/continuing on track to becoming a lawyer, whether it is studying or taking up

appropriate jobs. This yields payoff B to the parents and b to the kid.

• a = m means working at a local McDonald’s™, which yields payoff 0 to both parents and the kid.

• a = r means playing rock music. This yields payoff B to the kid, who really enjoys playing rock music,

but only yields payoff b to the parents, who would prefer the kid to become a lawyer, but agree that

rock music is better than working at McDonald’s™.

The assumption in the above is that B > b > 0.

Being a good lawyer requires inspiration, which may or may not be present in any given period. Let the

state θt ∈ {0, 1} denote whether the kid has lawyer’s inspiration in period t. If θt = 0 then a = l is not a

feasible choice – i.e., it can not be chosen in period t.1 The common belief of the parents and the kid is that

θt is i.i.d. across periods, and P{θt = 1} = ϕ. Once period t arrives, the kid privately observes θt before

making a decision, but the parents do not observe θt, at t or afterwards.

The parents can put a hard veto on whether their kid becomes a rock musician in any given period, st ∈ {0, 1}.
I.e., they can exclude a = r from the choice set. If this happens (st = 1), the kid then faces a choice between

at ∈ {l,m} if θt = 1 and at = m (no choice) if θt = 0, while if the parents give the kid the freedom to choose

(st = 0), then the choice is between at ∈ {l,m, r} if θt = 1 and at ∈ {m, r} if θt = 0.

Assume that both the parents and the kid are forward-looking and discount the future using discount factor

δ ∈ (0, 1).2 Your goal is to design an optimal veto strategy for the parents.

1. Consider the parents’ strategy of never imposing the veto power (st = 0 for all t). What is the kid’s

optimal strategy then? (Note that a strategy must specify an action for every history – i.e., for every

period t, every realization of θt, given every possible history of past states and actions.) Calculate

the parents’ expected discounted lifetime payoff V free
p from the kid following this optimal strategy.

Calculate the kid’s expected discounted lifetime payoff V free
k .

Note: we think of these payoffs as being estimated before the first state θ0 is revealed to the kid.

2. Consider the parents’ strategy of always restricting the kid (st = 1 for all t). Answer the same questions

as in part 1: what is the kid’s optimal strategy? What is the parents’ payoff V veto
p ? What is the kid’s

payoff V veto
k ?

Consider now the following strategy for the parents. In the first period, t = 0, they give the kid the freedom

of choice (s0 = 0). If a0 = l, the parents never control the kid again st = 0 for all t ≥ 1). If a0 ∈ {r,m}, the
parents will always control the kid (st = 1 for all t ≥ 1). The intent is that this will incentivize the kid to

choose a0 = l if θ0 = 1. Assume also that parents can commit to such “conditional veto” strategy at t = 0.

1You can think that choosing at = 0 when θt = 0 yields utility −∞ to both the kid and the parents. This is a bit too
dramatic, but is good enough for the example.

2One util tomorrow is worth δ utils today.
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3. Derive the IC condition for the kid at t = 0 (for it to be optimal for them to choose a0 = l if θ0 = 1

under the conditional veto strategy).

4. Calculate the parents’ expected utility from adopting the conditional veto strategy (assuming the kid’s

IC condition holds).

5. Assume the following parameter values: ϕ = 1/2, δ = 1/3, B = 3, b = 2. Verify that the kid’s IC

condition holds.

6. Given the parameter values from part 5: is this strategy better for the parents than laissez-faire (no

veto ever) and/or permanent restriction, from parts 1 and 2 of this problem respectively?

7. Given the parameter values from part 5: argue to the best of your ability what the parents’ optimal

strategy is. (If they can do better than conditional veto, explain how. If they can not, explain why.)

Solution

1. Since in all t, restrictions imposed in periods after t do not depend on period-t choice at, the kid will

simply choose at that yields the largest instant payoff for them – i.e., at = r for all t and θt and all

past histories. Then

V free
p = b+ δb+ δ2b+ . . .

=
1

1− δ
b,

and V free
k =

1

1− δ
B.

2. By the same logic, the kid will always the select the myopically best action among the available ones,

which is at = l if θt = 1 and at = m if θt = 0. The expected payoffs are

V veto
p = (ϕB + (1− ϕ)0) + δ · (...) + . . .

=
1

1− δ
ϕB,

and V veto
k =

1

1− δ
ϕb.

3. We are looking at period t = 0 and realized state θ0 = 1. The kid’s choice is between playing a0 = l

and receiving continuation value V free
k on the one hand and playing a0 = r and receiving continuation

value V veto
k on the other. (Note that the latter is strictly better than playing a0 = m.) So the IC

condition is:

b+ δV free
k ≥ B + δV veto

k

⇐⇒ (1− δ)b+ δB ≥ (1− δ)B + δϕb

⇐⇒ (1− δ − δϕ)b ≥ (1− 2δ)B. (1)
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4. The parents’ expected utility is:

V cond
p = ϕ

(
B + δV free

p

)
+ (1− ϕ)

(
b+ δV veto

p

)
=

1

1− δ
[ϕ ((1− δ)B + δb) + (1− ϕ) ((1− δ)b+ δϕB)]

=
1

1− δ
[(1− δϕ)ϕB + (1− ϕ− δ + 2ϕδ)b]

5. Plugging the numbers into (1), we get:(
1− 1

3
− 1

3

1

2

)
2 ≥

(
1− 2

1

3

)
3

⇐⇒ 1 ≥ 1,

which is satisfied.

6. Plugging the numbers into the three expressions, we get

V cond
p =

27

8
= 3.375

V free
p = 3

V veto
p =

9

4
= 2.25.

Conditional veto is indeed better than the other two options.

7. Conditional veto is the best the parents can do. They would prefer the kid to choose at = l when

θt = 1, but this is not myopically optimal for the kid – hence this choice must be driven by variance

in parents’ continuation mechanism. Note, however, that free and veto are the most extreme policies

– i.e., the parents cannot cannot promise the kid any utility level higher than V free
k and lower than

V veto
k . As we saw in part 4, this maximal variance is barely sufficient to induce the desired behavior in

a single period – meaning that after that one period, no more incentives can be provided, because the

kid is promised either eternal reward, or eternal punishment. It is also trivial that inducing the desired

behavior in period 0 is better for the parents than delaying this to some later period, and playing some

other delegation strategy until then – there are simply no reasons to delay the desired outcome.
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