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Exercises for Lecture 7 (M4):

Correlated information.

Problem 1: Meeting the investor

A team of two entrepreneurs i = 1, 2 approaches a venture investor i = 0 with a request to fund their newest

business idea. Suppose the real value of the idea is ω ∼ U [−∞,∞].1 Each entrepreneur i = 1, 2 estimates

this value at θi = ω + ϵi, where ϵi ∼ i.i.d.U [−0.5, 0.5]. (Take unit of measurement to be millions of dollars.)

1. Design a mechanism that would allow the investor to perfectly learn both entrepreneurs’ estimates θi.

In this mechanism, both would independently report their θi to the mechanism, and the mechanism

would prescribe report-contingent transfers ti(θ1, θ2) from each entrepreneur i = 1, 2 to the investor.

Assume that the two entrepreneurs cannot coordinate their reporting strategies. Derive the transfer

rules that implement truthful reporting (and show that it is indeed optimal for both entrepreneurs to

report truthfully under this transfer rule).

2. How could your mechanism be implemented in the real world? I.e., is it reasonable to ask entrepreneurs

to pay for a meeting with an investor? If not, how else could you induce the desired transfers?

Solution

1. One way to proceed is to use the truth-revealing transfers we introduced while talking about the

Cremer-McLean mechanism. Even though we only introduced this approach for settings with finite

type spaces, it would be applicable in this problem – but one would need to verify that the incentive

compatibility constraints still hold.

However, there is a simpler solution. Since θi ∈ [ω−0.5, ω+0.5], it is also true that ω|θi ∈ [θi−0.5, θi+

0.5] and thus θj |θi ∈ [θi − 1, θi +1]. In words, each entrepreneur i knows for sure that their colleague’s

valuation θj is within 1 of their own, because estimation errors ϵi, ϵj are at most 0.5 in absolute value.

This means that we can use the following transfers in our mechanism:

ti(θ1, θ2) =

{
0 if θj ∈ [θi − 1, θi + 1];

∞ if θj /∈ [θi − 1, θi + 1].

I.e., both i and j must pay infinity (or any other sufficiently large amount) to the mechanism in case

their reports differ by more than 1 [million dollars]. To see that this transfer rule induces truthtelling,

consider i’s expected transfer given some own report θ̂i and under the assumption that j reports

truthfully (which is what happens in the desired equilibrium):

E[ti(θ̂i, θj)|θi] = 0 · P{|θj − θ̂i| ≤ 1|θi}+∞ · P{|θj − θ̂i| > 1|θi}.

The latter probability is zero (and so i pays zero rather than infinity) if and only if θ̂i = θi, hence

truthtelling is optimal for i for any θi.

2. The payment itself can be non-monetary in principle – e.g., by means of time and effort required to

secure an appointment. However, the mechanism does not only require payment to meet the investor,

but also requires that this payment is contingent upon the outcome of the meeting, which means that

the aforementioned tools can not be easily used.

1This is called an “improper prior” – the prior belief about ω is not a proper probability distribution, but the posterior belief
resulting from updating it via Bayes’ rule after an informative event would be a proper distribution.

Page 1 of 6



Københavns
Universitet

Mechanism Design
Exercises for Lecture 7 (M4)

Fall 2023
Prof. Egor Starkov

One way to interpret transfers is to say that they represent the reputation that these entrepreneurs

will acquire in the venture capital circles after the meeting. If they are caught lying (|θ1 − θ2| > 1),

the investor will make sure to spread the news about it, and the entrepreneurs will have a harder time

securing investment for this or other projects from other sources. (It is not immediate whether the

investor can commit to such behavior ex ante to incentivize agents – which is crucial for the mechanism

to be credible, – but you can argue that the designer takes personal offense in having to waste her time

listening to a bad pitch, and thus finds it individually optimal to punish bad proposers.)

Problem 2: Optimal Auction with Correlated Values

Consider the optimal auction problem in which there are two bidders whose valuations vi ∈ [0, 1] are uniformly

distributed but perfectly correlated, i.e. v1 = v2 with probability 1. Construct a DSIC mechanism with the

following properties:

1. Bidder 2 wins the object regardless of the type profile.

2. Both bidders earn zero utility at every type profile.

Solution

Consider the following allocation:

k1(v1, v2) = 0

k2(v1, v2) =

{
0 if v2 ̸= v1
1 otherwise

t1(v1, v2) = 0

t2(v1, v2) =

{
0 if v2 ̸= v1
v1 otherwise

Note that for bidder 1 it is weakly dominant to say her valuation: she never gets the good so she might

as well say v1. For player 2, we have exactly the same situation: given the message sent by agent 1, she is

indifferent between saying the truth and not, so telling the truth is weakly dominant. Agent 2 gets the good

always and both bidders have 0 utility at every type profile.

Problem 3: Cremer-McLean

There are two players, i = 1, 2. Each of them has one of two types, θi ∈ {H,L}. The joint distribution of

types is given by ϕ(θ1, θ2) as follows:

H L

H 1
6

1
3

L 1
3

1
6

Both players have quasilinear utilities.

First explore the problem of information elicitation (without the need to support any underlying allocation).

1. Compute the players’ interim beliefs ϕ(θ−i|θi).

2. Compute the truth-revealing transfers t̂i(θ) = − ln(ϕ(θ−i|θi)).

3. Verify that a direct mechanism in which each player reports their type θi and pays t̂i(θ) is BIC (when

coupled with some constant allocation rule k).
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Now suppose that the society of these two individuals chooses whether to adopt a new bank holiday called

“National Equality Day”, so the “real outcome” is k ∈ {1, 0} (where 1 means bank holiday and 0 means

none). The holiday should only be adopted if all citizens are, in fact, equal, i.e. the desired allocation is

k̃(θ) = I{θ1 = θ2}. Each citizen receives utility 1 if the holiday is adopted and 0 otherwise.

4. Is k̃ efficient?

5. Show that k̃ cannot be sustained without transfers, i.e. that a mechanism (k̃, t) with t(θ) = 0 for all θ

is not BIC.

6. Consider transfers ti(θi, θ−i) = C1 + C2t̂(θi, θ−i). Derive conditions on values of C1, C2 for which a

direct mechanism (k̃, t) is BIC.

7. Derive conditions on values of C1, C2 for which a direct mechanism (k̃, t) is interim IR and ex ante BB.

8. Give an example of a BIC, interim IR and ex ante BB mechanism that implements k̃.

Solution

1. Compute the players’ interim beliefs ϕ(θ−i|θi)

Players form their beliefs using Bayes’ rule:

ϕ(θ−i|θi) =
ϕ(θ−i, θi)∑

θ′
−i∈Θ−i

ϕ(θ′−i, θi)
(1)

This implies that:

ϕ(θ−i = H|θi = H) =
ϕ(θ−i = H, θi = H)

ϕ(θ−i = H, θi = H) + ϕ(θ−i = L, θi = H)

=
1/6

1/6 + 1/3

= 1/3 (2)

ϕ(θ−i = L|θi = H) = 2/3 (3)

ϕ(θ−i = H|θi = L) = 2/3 (4)

ϕ(θ−i = L|θi = L) = 1/3 (5)

2. Compute the truth-revealing transfers t̂i(θ) = − ln(ϕ(θ−i|θi))

Inserting the values for ϕ(θ−i|θi), we find that:

t̂i(θi = H, θ−i = H) = − ln(ϕ(θ−i = H|θi = H))

= − ln(1/3) = ln(3) (6)

t̂i(θi = H, θ−i = L) = − ln(2/3) = ln(3)− ln(2) (7)

t̂i(θi = L, θ−i = H) = − ln(2/3) = ln(3)− ln(2) (8)

t̂i(θi = L, θ−i = L) = − ln(1/3) = ln(3) (9)
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3. Verify that a direct mechanism in which each player reports their type θi and pays t̂i(θ) is

BIC (when coupled with some constant allocation rule k)

Given quasilinear utilites and the mechanism described, the players’ utilities are given by:

ui(θ̂i, θ−i|θi) = Vi(k, θi)− t̂i(θ̂i, θ−i) (10)

Where Vi(k, θi) is the utility that player type θi receives from allocation k and where θ̂i is the type, which

player i reports to the designer.

We also know, that for the mechanism to be Bayesian Incentive Compatible (BIC), it must hold that for all

i, θi and reported θ̂i ∈ Θi,

Eθ−i [ui(θi, θ−i|θi)|θi] ≥ Eθ−i [ui(θ̂i, θ−i|θi)|θi] (11)

For player type θi = H in our example, this requires that

ϕ(θ−i = H|θi = H)(Vi(k, θi = H)− t̂i(θ̂i = H, θ−i = H)+

ϕ(θ−i = L|θi = H)(Vi(k, θi = H)− t̂i(θ̂i = H, θ−i = L) ≥

ϕ(θ−i = H|θi = H)(Vi(k, θi = H)− t̂i(θ̂i = L, θ−i = H)+

ϕ(θ−i = L|θi = H)(Vi(k, θi = H)− t̂i(θ̂i = L, θ−i = L) (12)

→ 1

3
(Vi(k, θi = H)− ln(3)) +

2

3
(Vi(k, θi = H)− ln(3) + ln(2)) ≥

2

3
(Vi(k, θi = H)− ln(3)) +

1

3
(Vi(k, θi = H)− ln(3) + ln(2)) (13)

→ 2

3
ln(2) ≥ 1

3
ln(2) (14)

The requirement for θi = H is therefore fulfilled. Likewise, for player type θi = L, BIC requires that

ϕ(θ−i = H|θi = L)(Vi(k, θi = L)− t̂i(θ̂i = L, θ−i = H)+

ϕ(θ−i = L|θi = L)(Vi(k, θi = L)− t̂i(θ̂i = L, θ−i = L) ≥

ϕ(θ−i = H|θi = L)(Vi(k, θi = L)− t̂i(θ̂i = H, θ−i = H)+

ϕ(θ−i = L|θi = L)(Vi(k, θi = L)− t̂i(θ̂i = H, θ−i = L) (15)

→ 2

3
(Vi(k, θi = H)− ln(3) + ln(2)) +

1

3
(Vi(k, θi = H)− ln(3)) ≥

1

3
(Vi(k, θi = L)− ln(3) + ln(2)) +

2

3
(Vi(k, θi = L)− ln(3)) (16)

→ 2

3
ln(2) ≥ 1

3
ln(2) (17)

Since this also holds, we have verified that a direct mechanism in which each player reports their type θi
and pays t̂i(θ) is BIC (when coupled with some constant allocation rule k).

4. Is k̃ efficient?

From the perspective of the two agents, the allocation k̃ is not efficient. If both have the same type, k̃ is

optimal for the players, but if they are not equal, the players would be better off if the holiday was still

adopted.
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5. Show that k̃ cannot be sustained without transfers, i.e. that a mechanism (k̃, t) with t(θ) = 0

for all θ is not BIC

Given the mechanism described, the players’ utility is given by

ui(θ̂i, θ−i|θi) = I{θ̂i = θ−i} (18)

For the mechanism to be BIC, neither player type should be incentivized to misreport their type. For player

type θi = H, it must therefore hold that

ϕ(θ−i = H|θi = H) · 1 + ϕ(θ−i = L|θi = H) · 0 ≥
ϕ(θ−i = H|θi = H) · 0 + ϕ(θ−i = L|θi = H) · 1 (19)

→ 1

3
≥ 2

3
(20)

This requirement is not fulfilled, which implies that the mechanism is not BIC. Since the player type θi = H

expects that the other player is twice as likely to be type θi = L, they are incentivized to misreport their

type, as it would increase the chance that the holiday is adopted. Player type θi = L is likewise incentivized

to report that they are player type θi = H.

6. Consider transfers ti(θi, θ−i) = C1 + C2t̂i(θi, θ−i). Derive conditions on values of C1, C2 for

which a direct mechanism (k̃, t) is BIC

Given this transfer-scheme, the players’ utilities are

ui(θ̂i, θ−i|θi) = I{θ̂i = θ−i} − ti(θ̂i, θ−i)

= I{θ̂i = θ−i} − C1 − C2t̂i(θ̂i, θ−i) (21)

For player type θi = H, BIC therefore requires that:

ϕ(θ−i = H|θi = H)(1− C1 − C2t̂i(θ̂i = H, θ−i = H))+

ϕ(θ−i = L|θi = H)(0− C1 − C2t̂i(θ̂i = H, θ−i = L)) ≥

ϕ(θ−i = H|θi = H)(0− C1 − C2t̂i(θ̂i = L, θ−i = H))+

ϕ(θ−i = L|θi = H)(1− C1 − C2t̂i(θ̂i = L, θ−i = L)) (22)

→ 1

3
(1− C1 − C2 ln(3)) +

2

3
(0− C1 − C2 ln(3) + C2 ln(2)) ≥

2

3
(1− C1 − C2 ln(3)) +

1

3
(0− C1 − C2 ln(3) + C2 ln(2)) (23)

→ 1

3
− C1 − C2

(
ln(3) +

2

3
ln(2)

)
≥ 2

3
− C1 − C2

(
ln(3) +

1

3
ln(2)

)
(24)

1

3
C2 ln(2) ≥

1

3
(25)

C2 ≥ 1

ln(2)
, C1 ∈ R (26)

Given symmetry, the same condition is required for the mechanism to tbe BIC for player type θi = L.
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7. Derive conditions on values of C1, C2 for which a direct mechanism (k̃, t) is interim Individ-

ually Rational (IR) and ex ante Budget Balanced (BB)

For the mechanism to be individually rational for a player, the expected utility for the player from partici-

pating must be at least as high as their outside utility, which in this case is zero. As such, the mechanism

is interim IR for player type θi = H, as long as

ϕ(θ−i = H|θi = H)(1− C1 − C2t̂i(θ̂i = H, θ−i = H))+

ϕ(θ−i = L|θi = H)(0− C1 − C2t̂i(θ̂i = H, θ−i = L)) ≥ 0 (27)

→ 1

3
(1− C1 − C2 ln(3)) +

2

3
(0− C1 − C2 ln(3) + C2 ln(2)) ≥ 0 (28)

→ C1 ≤ 1

3
− C2(ln(3)−

2

3
ln(2)) (29)

Once again, the same condition holds true for player type θi = L.

For the mechanism to be ex ante Budget Balanced, the expected sum of payments must be non-negative:

(we can just look at E[t1], since E[t1] = E[t2])

ϕ(H,H)t1(H,H) + ϕ(H,L)t1(H,L)+

ϕ(L,H)t1(L,H) + ϕ(L,L)t1(L,L) ≥ 0 (30)

→ 1

6
(C1 + C2 ln(3)) +

1

3
(C1 + C2 ln(3)− C2 ln(2))+

1

3
(C1 + C2 ln(3)− C2 ln(2)) +

1

6
(C1 + C2 ln(3)) ≥ 0 (31)

→ C1 + C2 ln(3)−
2

3
C2 ln(2) ≥ 0 (32)

→ C1 ≥ −C2(ln(3)−
2

3
ln(2)) (33)

For the mechanism to be interim IR and ex ante BB, C1 and C2 must satisfy the condition:

1/3− C2(ln(3)−
2

3
ln(2)) ≥ C1 ≥ −C2(ln(3)−

2

3
ln(2)) (34)

8. Give an example of a BIC, interim IR and ex ante BB mechanism that implements k̃

We choose an arbitrary value C2 = 3, which satisfies the BIC-condition C2 ≥ 1
ln(2) . We then choose C1, such

that the mechanism is exactly ex ante BB. This implies that

C1 = −3(ln(3)− 2

3
ln(2))

= ln(
4

27
) (35)

The direct revelation mechanism (k̃, t), where transfer-scheme t is given by ti(θi, θ−i) = ln( 4
27 )−3 ln(ϕ(θ−i|θi))

is therefore BIC, interim IR and ex ante BB and it implements the desired allocation k̃.
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